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X

High quality storage 
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Hot questions

● How do we handle edge network devices for 
object-based storage systems?

● Where do we place clients' objects?
● How many replicas per object should the 

system create?
● How could we prevent SLA violations and 

optimize edge resources utilization?
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Storage domain

The storage system 
is built of a set of  
storage domains
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Caju: Model 
● Storage domain, storage nodes and objects:

● A storage domain i, i  {1, 2, . . . , ∈ I} has storage capacity of Si and 
throughput Ti . Each storage domain has a set Ji of J storage elements, j 

 {1, 2, . . . , J}, partitioned in two distinct classes: C∈ o for operator-edge 
class, and consumer-edge Cc for consumer-edge class, where  |Co|  >>   
 |Cc|

storage domain i

Co:  
Operator-
edge class

Object o that is 
comprised of n  

chunks of size KC 
 

Cc:  
Consumer-
edge class

● Storage capacity:

 

● Network capacity 

Bo

Bc

Wc

Wo
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Caju: Model 
● Clients and requests:

● Any client m is connected to the system through a consumer-edge 
device,  and assigned to a home storage domain

● The set of all request R, where R = [ RG, RP, RR, RD ], meaning GET, 
PUT, REPLICATE, and DELETE respectively. Clients are able to do any 
number of request rc from [ RG, RP, RD ] towards objects. 

client m

● Clients' SLA

● Transfer rate: 

● Minimum percentage of 
successful requests: 
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Caju: Main functional blocks
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Simulations

● Protocol stack (on PeerSim)
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Simulations

● Protocol stack (on PeerSim)
Target service: Multi-purpose object-based 

     storage, and sharing 
Workload: Users, objects, interactions, and SLA

Handle requests: Jobs and tasks, storage resources
Quality Control: Content popularity, SLA, and 

storage/network resource allocation

Communication interface: keep source-destination 
map, collect and export network flow 
information, handle network connection events

Network functionalities: data transfer between nodes,
network resources, fair-sharing bandwidth, 
reservation, deadline enforcement
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Evaluation: Scenario
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Evaluation: Scenario

Three SLA contracts:
Rate (chunks/second) | %clients
41 | 40
21 | 40
14 | 20
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Evaluation: replication 
schemes
● Uniform replication scheme with fixed number of 

replicas
● Replication: fixed number of replicas n
● Request scheduling: request might be served by at 

most K nodes with equal load; r = min(n, K)

● Non-collaborative LRU caching
● Replication: 

– a new replica is created whenever a client, connected to a 
consumer-edge device, performs a GET

– LRU replacement is enforced according to a static 
percentage of the local storage capacity for caching

● Scheduling similar to that used in uniform approach
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Evaluation
799 violations
724 unhappy clients
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take

10 times 

less  storage 
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reduce the 

number of flows

by half

34



 

Evaluation

35



 

Evaluation

provide an

eightfold reduction

in violations
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Conclusions and perspectives
● Cloud storage has becomes very popular
● Content popularity matters to the efficiency of 

replication schemes (SLA, storage, network)
● Non-collaborative LRU caching outperforms fixed 

replication:
● eightfold reduction in SLA violations 
● requires up to 10 times less storage capacity for 

replicas
● reduces aggregate bandwidth and number of flows by 

half

● Enhance adaptive replication for popular content 
delivery
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